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Abstract
We presenta first approachto the applicationof a datamining technique,Multiple Sequenceilignment, to the systematizatiorof
a polemic aspectof discourse namely the expressionof contrast,concessioncounteragumentand semanticallysimilar discursve
relations. The representationf the phenomenainderstudyis carriedout by very simpletechniquesmostly pattern-matchingbut the
resultsallow to drive insightful conclusionson the organizationof this aspecf discourseequialenceclasse®f discoursemarkersare
establishedandsystematigatternsarediscovered,which will beappliedin enhancing discursve parser

1. Motivation

Thereis practicallynoconsensuenthesystematization
of the discursve level of languagefor Natural Language
ProcessindNLP) applications. The basicdiscursve con-
cepts(discursve unitsanddiscoursestructure)arestrongly
influencedby the standpointand practicalinterestsof the
variousapproachesThis supposegnimportantdravback
for developingNLP applicationghatrequirea certaindis-
cursiverepresentationf texts, like AutomatedSummariza-
tion, DialogueSystemsetc.

In casesvhereno consensusanbereachedempirical
methodscan be appliedto find theoreticallyneutralfacts
in the phenomenainderstudy Thesefindings cansene
asasolid groundwhereuporfurther, deeperstudiescanbe
built. The reliability of theoreticalclaimsincreasesvhen
they arebasedon neutralfacts. Moreover, thesefactspro-
videacommoncomparabl@bjectof studythatcontributes
to thecomparabilityof the claimsfrom differenttheoretical
frameworks.

In this paperwe present first approacho the applica-
tion of a datamining technique Multiple Sequencélign-
ment(MSA), to the systematizatiof a polemicdiscourse
phenomenonnamely the expressionof revision a fam-
ily of discourseelationsthatincludescontrastconcession
and counteragument. We focus on the study of revision
becauséhis phenomenoiris very informative of discourse
structureijt is highly markedin languageandit seemgo be
mostly explainableasalinearlanguage.

Applying MSA techniqueswe establistamethodology
for discoveringclasse®f expression®f well-delimitedlin-
guistic phenomenaand also certain patternsof behaior.
This inferredknowledgeis theoreticallyneutralandcanbe
usedto groundtheoreticalclaimsor elsedirectly usedin
NLP applications.

We arewilling to work with anamountof datathatal-
lowsto obtainstatisticallysignificantconclusionsThisim-
plies working with hugenumbersof examplesof the phe-
nomenaunderstudy Annotatingexamplesmanually as
in Barzilay andLee, 2002),cannotbe donewhenworking
with a big numberof them. Therefore examplesareana-

This researcthasbeenpartially fundedby the grant PB98-
12260f the SpanishResearctbepartmenandby MCyT program
- BFF2001-5440.

lyzedby shallav NLP techniques.

The rest of the paperis structuredas follows. In the
next Sectionthediscursve phenomenanderstudyarede-
scribed,and their linguistic and computationalinterestis
discussed.Section3. presentsour approachto MSA and
the tool we have usedto carry out the experiments,AL-
PHAMALIG. In Section4., we presentour procedurefor
obtaining,representingndmining thedata. Then,Section
5. discusseshe obtainedresults,andwe finish with some
conclusionsandfuturework.

2. Discursive strategies:revision

We aregoingto apply MSA to studya phenomenotin
thediscursve level of language Following well-grounded
theoriesof discourseorganizationwe assumehat discur
sive coherenceanbe modelledasrelationsthatareestab-
lishedbetweemartsof atext. We aregoingto focusonone
of suchcoherenceelations,whatwe call revision

We groupunderthetermrevisiona family of discourse
relationsthatsharea certaindiscursve effect, namely that
the propositionalor implicationalcontentof oneof there-
lated discoursesggmentsis revised usually negated,and
the contentof the otherrelateddiscoursesegmentis pro-
posedasthevalid alternatve to therevisedcontent:

(1) [seq—1 AlthoughGretaGarbowasconsideredhe
yardstickof beauty] [se,—2 Shenevermarried].
(Lagerwerf,1998)

In this example thefirst sgmentsuggestshe expecta-
tion that, if awomanis beautiful,shewill marry, however,
this expectatioris negatedby the secondsegment,andboth
arerelatedby the discoursemarker although This kind of
phenomendave beenwidely studiedin the literature,un-
dervariousnames:contrastcounteragument,concession,
denialof expectationcorrection etc.

2.1. Theinterestof revision for NLP applications

Revision is speciallyinterestingfor NLP applications
becausé providesveryinsightfulinformationonthestruc-
ture of discourse,at various levels of analysis: about
the structureof discourseaboutthe algumentatie trends,
aboutthe relevanceof the involved segments,etc. More-
over, revision is lessambiguoughanotherdiscourserela-



tions, like for examplecause becauset tendsto co-occur
with awealthof linguistic evidencesignallingit.

2.2. Revision asa highly marked discursive strategy

Understandingrevision in discourserequires costly
cognitive processedjecaus¢heamountof informationand
inferencemechanismshatareinvolvedin it arevery high.
As aconsequenceegvisionis highly markedin texts, soas
to make it easierfor the audienceo performthe inference
processemitendedoy the spealer/writer.

The most obvious way of marking revision is by dis-
coursemarkers. Discoursemarkersarelexical items,with
very little variability in their form, thatelicit discoursere-
lations betweenelementsin a text. Someexamplesare
becausghowever, or in conclusion For example,in the
following example, the discoursemarler but elicits a re-
vision relationbetweenthe two discoursesggmentsin the
sentence.

(2) [seg—1 Itisrainingtoday] [s,—2 but we aregoingto
thebeacharyway].

However, giventhatrevision involvesmore costly pro-
cesseshanotherdiscourseelations,variousotherlinguis-
tic devicestendto co-occumwith discoursemarkersin order
to clearly signalwhich of the sggmentscontainsthe infor-
mationthatis revised,or what subtypeof revision relation
is intended.Someof thesedevicesare:

negation explicitly negatingtheinformationto berevised.

(3) [seg—1 GeoneBushis not a Nobel Prizeholder]
[seg—2 but a Presidenbf the USA).

modality placingtheinformationof the segmentto bere-
visedin thedomainof irreality.

(4) [seq—1 Thisgirl would be agreatresearchey
[seg—2 but shegetssoeasilydistracted..]

evidentiality questioninghetruth statusof informationin
thesggmentto berevised.

(5) [seg—1 It istrue that theproblemis difficult,]
[seg—2 but difficult doesnot meanimpossiblé.

quantifiers restrictingtherelevantimplicaturesfor agiven
sentenceand correspondinglyrestrictingthe amount
of informationthatmayberevised.

(6) [seg—1 | enjoy ComputationaLinguistics]
[seg—2 but Harry Potterl enjoy more].

Someof theselinguistic devices are recognizableby
simpletechniqueslike pattern-matching.Therefore they
arevery usefulin a shallov approactto therepresentation
of revision phenomenaasis our case.

3. MSA asalanguageexploration technique

We arguethatMSA, usuallyappliedto DNA sequences,
is alsousefulto studylinguistic sequenceslindeed,it has
beenappliedwith this aim in a numberof casesbefore:
for the discovery of paraphrasefor statisticalnaturallan-
guagegeneration(Barzilay and Lee, 2002; Barzilay and

Lee,2003),for thestudyof word orderconstraintsn differ-
entlanguagegKruijf f, 2002)andto obtainpatternsof sen-
tenceorderingfor the generationof multidocumentsum-
maries(Barzilayetal., 2002),amongothers.

3.1. Definition of MSA

MSA is a datamining techniquefor discovering pat-
ternsin a setof comparablesequenceslt hasbeenusu-
ally appliedto DNA sequencedyut it canalsobe usedto
discover patternsn otherkinds of informationthat canbe
modelledasa sequenceasis the caseof timelinesor lin-
guistic production.

Theinputto MSA areanumberof sequenceandasim-
ilarity criterion or scoringfunctionthatdescribeghe sim-
ilarity betweenthe differentsymbolsthat constitutethem.
Thereforethemodellingof theexamplego bestudiedcon-
sistsin determininghow anexamplewill betranslatednto
asequencef symbolsandthe similarity betweerthem.

An alignmentalgorithmdetermineshe highest-scoring
way to performinsertionsof gaps.deletionsandchange®f
symbolsto obtaina single sequencehat subsumesll the
input sequencewiith the leastcostly changesccordingto
theprovidedsimilarity criterion.

Oneof thereasonsvhy MSA seemswell suitedfor the
analysisof linguistic sequencess becausét takesinto ac-
countboththe similarity of the sequenceanderstudyand
their linear configuration,comparabldo the semanticand
syntacticdimensionf languagerespectiely.

3.2. ALPHAMALIG: aflexible tool for MSA

We have used ALPHAMALIG for aligning examples
of revision. In contrastwith DNA-oriented tools, Al-
phamalig supportsa configurable alphabet and allows
determining an explicit, independentsimilarity crite-
rion. It is accessiblevia web at http://www.lsi.upc.es/”
gralggen/recerca/alialfb/alphatig.html, andprovidesdif-
ferentpossibilitiesfor the visualizationof the results. In
addition,detailedinstructionson usageare available,with
examplesonthe effectsof differentsimilarity criteria.

4. Mining the data

We obtained47,000exampleswhererevision phenom-
enaoccurredfrom a6.5million word journalisticcorpusin
Spanish.Theseexamplesweretransformednto alignable
sequenceby simpletechniquesthey weregroupedn clus-
ters of comparabldength, and a similarity criterion was
createdto stipulatethe goodnesof matchand mismatch
betweerthe differentelementf the sequencesSinceour
aim wasto studythe expressiorof revision, this similarity
criterionwasneutral.

Then, sequencesvere aligned, and the resultsof the
alignmentwere studied from two perspecties: obtain-
ing patternsfrom the profile sequencegrovided by AL-
PHAMALIG andestablishingequivalenceclassesvithin the
variouselementsof the sequencescharacterizedy their
contets of occurrencen alignmentsasexplainedin what
follows.

4.1. Shallow evidencesignalling revision

First,we establisheé setof shallov cuesthatsignalthe
presencef revision relationsin Spanishtext. Thesecues



weremostlydiscoursamarkers,but alsolinguistic evidence
thattendsto co-occurwith revision, like particlesof nega-
tion, modality, evidentiality or quantification(seeTable1).

4.2. Acquisition and analysisof examples

We identifiedthosesentencef text with the presence
of a revision discoursemarker, signallingthat a revision
operationis expressedn that fragmentof text. A three-
sentencevindow was extractedfor eachof the identified
sentencessothateachexamplewasconstituecby the sen-
tencewherethe discoursemarker wasfound, the sentence
beforeit andthesentencefterit.

Examples were morphosyntacticallyanalyzed with
shallov analyzerdor Spanish(Atseriaset al., 1998), and
linguistic elementghatarerelevantfor characterizingevi-
sionanddetectabldy shallov NLP techniquesvereidenti-
fied. As canbeseenn Figurel, examplesvererepresented
assequencesf theseelementsandeachof theseelements
wasrepresentednivocallyasaletter, whichis ALPHAMA-
LIG's expectedformat,asfollows:

e discourse markers, eachrepresentedy a different

symbol(e.g.:but — B)

negationparticles, representetdy N

evidentiality particles, representetty E

quantifiers, representetdy Q

verbal phrases representetty V

e modal verbs, representetty M

e punctuation, commasrepresentedby C and periods
representetly P

4.3. Stipulation of the similarity betweenelementsof

the sequences

All linguisticelementgo characterizexamplesof revi-
sionwererepresentedy aletter, totalling analphabetf 26
letters. ALPHAMALIG requiresthatthe similarity between
the lettersof the alphabets stipulatedbeforehand.Since
our aimwasto studythe expressiornof revision, we estab-
lisheda neutralsimilarity criterion,whereeachletterin the
alphabehada similarity of 1 with any othersymbol.

Additionally, ALPHAMALIG alsorequiresthatthe sim-
ilarity of eachletterwith the gapis stipulated. The gapis
thesymbolthatthetool reseresto represeninsertionghat
areperformedin the original sequencefor themto match
asmuchas possiblewith the profile sequencesubsuming
themall. The similarity of eachletterwith the gapwasset
to -10, sothat gapinsertionwas penalizedandthe rest of
elementavereforcedto matchwith eachother In thisway;,
theequivalencesdbetweersymbolswereseenmoreclearly.

Anotherway of preventing massie insertionof gaps
to obtaina profile sequencavas aligning only sequences
of comparabldength. Taking this into accountsequences
were groupedaccordingto their length. Most of the se-
quencesadbetweenl0 and30 elementg9156sequences
betweenl0 and 15 elements, 13062 betweenl5 and 20,
16764betweer20 and30).

4.4, Finding equivalenceclassef linguistic elements

For eachgroup of sequencealignedwith ALPHAMA-
LIG, two kinds of outputwereobtained:a profile sequence

andthe setof original sequencesnodifiedsoasto be sub-
sumibleby the profile sequence.

The profile sequenceés a good summaryof the most
commonpatternof elementsn thedata,soit canbeinter
pretedby itself. The alignedsequencepreseninteresting
informationaboutthe behaior of the individual elements
understudy but the informationthey presentasto be or-
ganizedfor humaninterpretation.

Eachindividual elementin the alignedsequencesvas
characterizedby the mutualinformationit presentedvith
therestof elementsaccordingto their configurationin the
alignment.If thealignmentis consideregsamatrix,where
rows are sequencesnd columnscontainthose elements
of eachsequencéehat have beenconsideredequivalentfor
thosesequence® match,mutualinformationis:

MI(A,B) = logP P4, B) (8)

(4)  P(B)

where
n = numberof rows
m = numberof columns

. —1
pairs = mnrn=l)

__ occurrences of A and B in the same column
P(A’ B) - pairs

P(A) _ occurrences of A
m*n
P(B) =

occurrences of B
mxn

Then, we found equivalenceclassesof the elements
of the sequencedy applying clusteringtechniques. The
clusteringprocesswas carriedout with CLUTO (Karypis,
2002),with theeuclideardistanceasthesimilarity function
andthewclink agglomeratiorfunction. In orderto beclus-
tered,eachelementwastransformednto a vector where
attributeswere the restof the elementsand valuesfor at-
tributeswerethe mutualinformationof the given element
with eachof the otherelementsn the alphabet.

5. Results
5.1. Equivalenceclasseof discoursemarkers

The presented procedure to establish equivalence
classesvasonly usefulfor discoursemarkersandparticles
of evidentiality, the restof linguistic evidenceseemdo be
toodiverseto betreatechomogeneously

Two main classeof elementsverefound, differing in
thekind of informationthey weresignalling:

revisedinformation (although,in spite of, despite true
that, certainly)

well-establishedinformation (but, however, nevertheless,
in fact,in facty, thefactis that,indeed

The restof elementswere not clearly classified. The
semantiaelationthatseemdo relatebut, andon the con-
trary asoperatorsignallingmainly contrastwassupported
by thefactthatthey areconsistentlyclusteredogetherbut
do not tendto createa clusterof their own, meaningthat
their behavior is not distinguishablesnoughor that there
arefactorsthatinfluencetheir behaior thathave not been
takeninto accounin the modelizationof the data.



Spanish

kind of shallaw cue |

| English |

discourse pero,aunquesin embago, no obstantesino, but, although,howerer, neverthelessbut,,

marker al contrario,a pesarde,contodo,ahorabien, onthecontrary, in spiteof, with all, now
anoserque,detodosmodos pesea unlessanyway despite

evidentiality ciertoque,enrealidad realmenteyerdaderamente, true that, in fact, actually, really,

particle ciertamentede hechoel hechoesque,si certainly, in fact, thefactis that, indeed

negation no, ninguin,ninguno,nada,nadie,sin no, noz, hone nothing nobody without

guantification muy, mucho,muchamuchosmuchasmas, very, alot(inflected),more,
menostodo,toda,todos,todas siempre less,all (inflected),always

Tablel: Shallov cuesusedto identify andcharacterizeéxamplesof revision relationsin text.

@) Queriamosr  ala playa Estaballoviendo, pero
Wewanted togotothebeach Itwas raining
VP . VP , but

salimos . Al final , eltiempo noestuvonadamalo.

,but wewentout. After all , theweathemwasnot badatall

VP . , neg VP

[VZVCBVZCNVNZ]

Figurel1: Transformatiorof sentence$o sequencesf shallov cuesrelevantfor the characterizatiomf revision relations

andthento theinputformatrequiredby ALPHAMALIG.

We believe thattherestof elementsuffer from noisein
their modelization.While with all andunlessseemto suf-
fer from datasparsenessiow anyway actually andreally
seemto presentoo diversebehaiors, probablydueto their
polyfunctionalityin language.

5.2. Patterns of behavior in the expressionof revision

The study of the profile sequencegrovided by AL-
PHAMALIG shoved that the expressionof revision tends
to follow a patternthat can be explainedas a binary re-
lation betweensegments,whereone segmentis presented
holding informationthat will be revised by the otherseg-
ment. In the mostfrequentpattern,the first ssgmenttends
to containsomeor moreof the classof particlessignalling
revisedinformation,asdescribedabove. In casemorethan
oneof suchparticlesis presentno two discoursemarkers
(although canco-occur but evidentiality particlestendto
co-occurwith evidentiality particles(it is true that). The
secondse@menttendsto presenthecomplementaryamily

of particles,with the samerestrictionson co-occurrence.

The orderingwherethe sggmentpresentinghe revisedin-
formationis following the otheris lessfrequent.

No clearpatternsof behaior could be foundfor nega-
tion, modal verbsor quantifiers,but we suspecthat they
significantlycontribute to characterizehe restof elements
differently.

6. Conclusionsand Futur e Work

We have shovn how MSA cancontributeto systematiz-
ing the discursve level of language.This informationcan
be usefulfor supportingtheoreticalclaimsandalsofor di-
rectapplicationin NLP toolsandresources.

In aclearlydelimitedexperimentwe have setamethod-
ology to obtainpatternsof behaior andempirically moti-
vatedequivalenceclassef heterogeneoudiscoursepar
ticles, basedon their comparablebehaior in alignments.
The obtainedpatternsof behaior will be usedfor set-
tling andenhancinghescopeof ashallov discoursegarsey

by associatingpreferred)subcatgorizationframesto dis-
course operators,and also for enhancingthe discourse
grammawith contectual information.

Futurework is aimedat improving the modelizationof
the examples. We will try incorporateinformation struc-
ture, patternsof pronominalizationgtc.,inasmuchasthey
canbetreatedby shallov NLP techniques.
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