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Abstract

This paper presents a methodology for the au-
tomatic acquisition of lexical resources from
raw corpora. This methodology has proved
to be efficient for those languages that, like
Russian, present a rich and mainly concatena-
tive morphology. This method can be applied
for the creation of new resources, as well as
in the enrichment of existing ones. We also
present an extension of the system that uses
automatic querying to Internet to acquire those
entries for which there is not enough informa-
tion in our corpus. The new basic acquisition
methodology achieves similar results compared
to the previous methods, but the use of Internet
queries allows to increase recall levels with only
a slight decrease in precision, obtaining signifi-
cantly better overall results.

1 Introduction

The implementation of different NLP applications
requires a lot of lexical information. Some lan-
guages does not have extensive resources, and for
those languages that have resources, they are not
always easily available. The compilation of lexical
resources usually requires a lot of human effort. In
this paper, we present a method for the automatic
acquisition of lexical and morpho—syntactic infor-
mation from raw corpora. This methodology can
be useful for the creation of new resources, as well
as in the enrichment of existing ones.

1.1 Previous work

Our first experimental systems for lexical acqui-
sition were developed for Croatian (Oliver 01)
and (Oliver et al. 02). The methodology was
based on the co-occurrence of different forms of
the paradigm in the corpus and the presence of
the lemma was necessary to validate the acquisi-
tion. The main problem we found was the ambi-
guity of the rules for the acquisition task. This
ambiguity caused the confusion of one form of the
paradigm with the lemma of another paradigm
and led to low precision results: 34.65% of preci-
sion and 85.25% of recall (F;=49.27 for Russian).
To solve this problem, we developed an algorithm
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to analyse the rules and classify them into am-
biguous and non-ambiguous (Oliver et al. 03).
Applying rule analysis, and acquiring with non
ambiguous rules in two steps, we obtained quite
good results of precision (93.49%) but a dramatic
drop in recall (38.52%, F1=54.55). To increase
recall, we applied the same methodology to sev-
eral partitions of the whole corpus into relatively
small subsets, splitting the corpus in an alphabet-
ical way, using one, two, and three initial letters.
Best results were obtained with the alphabetical
process with three initial letters (91.93% of preci-
sion and 67.19% of recall, F1=77.64).

The new methodology presented in this paper
offers several advantages. First, it does not need
the presence of the lemma in the corpus to validate
an acquisition, that is, is able to give the morpho—
syntactic information an the related lemma of a
word form even if the lemma is not present. Be-
sides, the system offers information of all the pos-
sible interpretations of the forms that have not
been acquired. This information will be very use-
ful to try to disambiguate between competing al-
ternatives using a bigger corpus or, as in our ex-
periments, using Internet as a very big corpus.

1.2 Goal of the acquisition system

The main goal of the acquisition system is to au-
tomatically acquire a list, as complete as possi-
ble, of word forms with their associated lemma
and morpho—syntactic information. The morpho—
syntactic information is expressed by tags fol-
lowing the Multext recommendations (Véronis &
Khouri 95; Erjavec 01). For instance, word form:
mocrom; lemma: wmoct; part-of-speech: NCMSI;
all expressed as mocTroMm:mocT:NCMSI. As an ex-
ample, in tables 1 and 2 we can see the complete
declension, explained with this notation, of the
masculine noun mocr (bridge) and the feminine
noun kapra (map).

!Singular Masculine Common Noun in Instrumental



moct:mocT:NCMSN,NCMSAI
mocra:mocT:NCMSG,NCMSAA
Mocty:MmocT:NCMSD
mocrom:mocT:NCMSI
mocre:mocT:NCMSP
moctei:MocT:NCMPN,NCMPAI
moctoB:MocT:NCMPG,NCMPAA
mocram:MmocT:NCMPD
mocravu:mocT:NCMPI
mocrax:mocr:NCMPP

Table 1: Declension of the A-type masculine noun
mocr (bridge)

kapra:kapta:NCFSN
kapTe:KapTa:NCFSG,NCFPN,NCFPAI
kapre:xkapta:NCFSD,NCFSP
kapry:Kapra:NCFSA
kaproit:kapra:NCFSI
kapT:kapTa:NCFPG,NCFPAA
kapram:KapTa:NCFPD
kapramu:kapTa:NCFPI
kaprax:kapra:NCFPP

Table 2: Declension of the A-type feminine noun
kapra (map)

2 Components of the acquisition
system

The acquisition system needs some linguistic
knowledge contained basically in the raw corpus
and in the set of morphological rules. However,
since the system deals only with inflectional reg-
ular forms, we also need word lists of irregular
words and of words belonging to non-inflectional
categories and closed categories.

2.1 Word-lists of non—inflectional
categories and closed categories

The words belonging to non—inflectional and
closed categories are excluded from the acquisi-
tion process. We have manually constructed lists
of words of such categories. Adverbs are provi-
sionally included in this list, but they cannot be
considered as a closed class. We plan to include, in
the near future, derivative rules for the most pro-
ductive processes of adverb formation from other
categories.

2.2 TIrregular word list

Irregular words are also excluded from the acqui-
sition process. These words are declared in a list
that includes all forms with the associated lemma
and morpho-syntactic information. This list is
currently being developed by hand. Our criterion
is to write all forms of the irregular words included
in the 5,000 most frequent Russian words accord-
ing to (Sharov 01).

The concept of irregularity is related to the non
assignment of a lemma to a paradigm. For this
reason, regularity and irregularity are related to
the number of paradigms present in our model,
and from the computational point of view, it is
equivalent to the number of paradigms imple-
mented in our system. Extreme cases are the Rus-
sian morphological analyser of Mikheev (Mikheev
& Liubushkina 95) and the Croatian analyser of
Tadi¢ (Tadi¢ 94). These analysers consider no
irregular words, that is, all words must belong
to a given paradigm, to the extend that some
paradigms are applicable to only one word. Fol-
lowing this approach, the number of paradigms
gets high values, and although this is not a prob-
lem for word analysis or generation, the high num-
ber of paradigms could be a problem for the au-
tomatic acquisition of lexical information.

2.3 Morphological rules

Morphological rules are implemented following a
morphological stripping formalism (Alshawi 92).
These rules are converted into Perl regular expres-
sions at running time. The rules are of the form
FE:LE:Desc, where FE stands for the form ending,
LE for the lemma ending, and Desc for morpho-
logical description. For example, the generic rule

oM: :NCMSI

may express the entry mocrom:mocT:NCMSI. As it
can be observed, this rule represents a null lemma
ending. By using Perl regular expressions we can
describe the lemma ending with more precision.
An example can be seen in the following rule:

([~agesupoywbrrxxumuni] )oM: \1:NCMSI

[}

where means the complementary set of sym-
bols written between square brackets and ‘\1’ is a
variable representing the symbol matched by the
regular expression between brackets. Regular ex-
pressions allow to express other complex morpho-
logical phenomena, such as vowel alternation. For
example, the rule:



sb ([~asesusoyoprrxxumuni] ) a:me\1: NCMSG

may express an entry as absa:ies:NCMSG.

The rules have been hand developed follow-
ing the most productive models of the (Zaliznjak
77) dictionary. We have developed 565 rules for
nouns, 219 rules for adjectives, and 12,038 rules
for verbs. The high number of rules correspond-
ing to verbs is due to the fact that some forms, as
participles, are declinable. The rules correspond-
ing to declined forms are derived automatically
from the rule that expresses the base form. Not
all the rules will be used in the acquisition pro-
cess. Those rules expressing alternative endings
that are equal to other endings in the paradigm
are left out. For example, the rule

([~asesupoyoprrxxumuni] )a: \1: NCMPN

that expresses the alternative plural nominative
n “a” for the masculine nouns, is left out because
the FE “a” is equal to that of the genitive singu-
lar. Aspectual information of verbs has also been
eliminated.

At running time, rules are transformed into Perl
substitutions, for example the rule

(["xrxxmmyn] )y:\1la:NCFSA
is transformed into the substitution
s/ (["xrxxmumn] )y$/\1a/

This expression means “replace the final y by an
a, if the preceding letter does not belong to the
list {x,r,x,x%,m,m,u,11}’. This substitution al-
lows the formation of the lemma of a feminine
noun from its singular accusative.

2.4 Corpus

A 16,000,000 word corpus has been compiled from
newspapers and literary texts?. The corpus has
been automatically segmented into sentences and
no other kind of linguistic information has been
added.

3 Acquisition methodology

The acquisition methodology can be divided in
seven steps. The first three steps (rule expan-
sion, filtering and reorganisation) are related to
the adaptation of the rule notation for the acqui-
sition process. The fourth step is related to the
treatment of the word forms of the corpus. The
fifth step is the acquisition process and the two
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last steps consist of the creation of the files of un-
solved entries and the querying to Internet.

3.1 Rule expansion

Rules expressing morphological contexts are ex-
panded to all their possibilities. For example:

([~agesusoynbrrxxumunit] )oM: \1:NCMST

is expanded to the following rules:

boM:b:NCMSI dom:p:NCMSI Tom:T:NCMSI
com:c:NCMSI pom:p:NCMSI mom:m:NCMSI
HoM:H:NCMSTI wmoM:mM:NCMSI som:m:NCMSI
30M:3:NCMSI gom:;m:NCMSI BoM:B:NCMSI
6oM:6:NCMSI

3.2 Rule filtering

The expansion of the rules leads to a multiplica-
tion of the number of rules. Some of these rules
cannot be applied because the combinations of fi-
nal letters expressed by the rules are not found
in the language (or at least are not found in the
corpus). After rule expansion, rules are filtered
using the set of letter n—grams extracted from the
word—form endings in our corpus. By this process
a large number of rules that cannot be applied
are eliminated, and make the rest of the process
faster. For example, our set of 9,821 rules are ex-
panded to 74,956 rules, and after filtering 22,033
rules remain.

In the filtering process of the example above,
the rule »om:®:NCMSI was eliminated because the
ending bom is not found in the corpus. No matter
if the ending actually exists, if it does not exist
in our corpus the rule is not applicable. The rule
filtering process must be repeated each time that
the corpus is modified.

3.3 Rule reorganisation

Once expanded and filtered, the morphological
rules are reorganised. We make a list of endings
that share the part of speech and flexive model, as
well as the lemma ending. These groups are stored
indexed by flexive group and lemma ending, as in
the example:

NCMA:T
NCFA:Ta

T,Ta,TY,TOM,T€,ThI,TOB,TaM,TaMU,Tax
Ta,Thl,T€,TY,TOi,T,TaM,TaMHU,TaX

3.4 Splitting word forms and grouping by
possible paradigms

The algorithm splits all the word forms in the
corpus (in stem and ending) by all possible end-



ings and they are grouped by paradigms. To ex-
plain this step, let us consider that the corpus
is formed by the words: wmocT, mMocra, MocTOM,
MOCTaX, KapTa, KapThl, KapToit and kaprax. If we
split these words by all possible endings and group
them, the following result would be obtained:

NCMA:MOCT MOCT,MOCT&,MOCTOM,MOCTaX
NCFA:mocTa  MOCTa,MOCT,MOCTaX
NCMA:kapT KapTa,KapThl,KapTax
NCFA:kapra Kapra,KapThl,KapToi,KapTax

3.5 Acquisition by comparison

Once all stems and endings are grouped, the ac-
quisition process can be started. For each word
in the corpus, all possible divisions are found and
the system chooses as the correct one the division
that has more forms in the corpus. For example,
if we take the word form mocrax we observe that
can be associated with the group NCMA:moct or
with the group NCFA:mocta, but the first option
has four associated forms and the second only
three, so we choose the first option. With this
information the word form mocrax can be associ-
ated with the lemma moct and can be retrieved
the morpho—syntactic information from the mor-
phological rules. Then a new entry can be cre-
ated: mocrax:mocT:NCMPP. In the same way, the
word form kapTs! can be associated with the group
NCMA:kapr, with three associated forms, or with
the group NCFA:kapra that has four associated
forms. This last option is taken as the correct
one.

It is worth noting that is not necessary for the
lemma to be present in the corpus. We can acquire
an entry even if the lemma does not occur. For ex-
ample, if our corpus is formed by the word forms:
MOCTa, MOCTOM, MOCTaX, KapTa, KapThl, KapToii,
and kapra, that is, the lemma mocr is not present,
the grouping of possible paradigms would be as
follows:

NCMA:MocT  MOCTa,MOCTOM,MOCTAX
NCFA:mocTa MOCTa,MOCTax

If we now consider the form mocrax, it can be
associated with the group NCMA:moct and with
the group NCFA:mocra, but the first has now
three associated forms, and the last only two.
With all this information we can associate the
word form mocrtax with the lemma wmoct, which
actually does not occur in the corpus.

3.6 Creation of the file of unsolved
entries

In the examples above everything worked fine be-
cause there were present in the corpus some word
forms with endings belonging to one paradigm but
not to the other (mocrom and xaproit). Let us
consider now that the corpus is formed by the
word forms: moct, MocTa, MOCTy, MOCTaX, KapTa,
KapThl, KapTy, and kaprax. After splitting word
forms and grouping by possible paradigms we get
the following results:

NCMA:MOCT MOCT,MOCT&,MOCTY,MOCTaX
NCFA:MocTa, MOCTa:MOCT:MOCTY:MOCTAX
NCMA:kapT KapTa:KapThI:KapTy:KapTax
NCFA:kapra KapTa:KapThI:KapTy:KapTax

If the system tries to acquire the lemma and the
morpho—syntactic information associated with the
word form mocrax, two possible options are found:
NCMA:moct and NCFA:mocra, both with four as-
sociated word forms. Thus it is impossible to de-
termine the correct option. The same happens
if we try to acquire the associated information of
the word form kaprtsr because we find the two tied
options NCMA:kapr and NCFA:kapra with the
same number of associated word forms.

In cases like the previous ones, our system gen-
erates a file of unsolved entries. In this file all the
options for each unsolved entry are specified. In
the examples above this file would show the fol-
lowing information:

word form: KapThI
opt. 1: moc,NCMA,r opt. I: kap,NCMA,1
opt. 2: moc,NCFA ta opt. 2: xap,NCFA,ta

For each option, this file gives the associated
stem, the flexive group, and the lemma ending.
This file of unsolved entries is interesting because
we can use it in next steps to try to solve it with
a bigger corpus, or by Internet querying.

word form: mocty

3.7 Querying to Internet

The unsolved entries are mainly due to the lack
of certain forms of the paradigm in the corpus. If
we increase enough the size of the corpus the sys-
tem would find the needed word forms to solve the
ambiguities. Existing corpora or Internet search
engines can be used to verify the existence of such
word forms that can help us to discriminate be-
tween the different options. To determine the
forms that discriminate between options we gen-
erate all the forms corresponding to each option.



The discriminating forms will be those present in
one model but not in the others. Following the
example above, to discriminate the options of the
word form mocrax we would generate all the forms
corresponding to the option moc:NCMA:r (mocr,
MOCTa, MOCTY, MOCTOM, MOCTE, MOCTBI, MOCTOB,
mocram, Mocramu, mocrax) and all the forms cor-
responding to the option moc:NCFA:ra (mocra,
MOCTBHI,
mocramu, mocTax). The algorithm then composes
the queries from the non common word forms
among the different options, that is, in our exam-
ple the queries are composed from the word forms
mocrom and mocToB, corresponding to the first op-
tion, and the word form wmoctoit corresponding
to the second option. In the example, it would
generate the query ‘mocrom||mocTos’ (the symbol
|| means OR) and the query ‘mocroit’. The first
query would return a greater number of docu-
ments than the second, so the system would val-
idate the first option. In a similar way, to dis-
criminate between the options of the word form
KapTel we generate the queries ‘kaproM||kapToB’
and ‘kaproit’. In this case, the second query would
return a greater number of documents, validating
the kap:NCFA:Ta option. In the case of verbs,
there are a lot of discriminating forms, so we limit
the number of forms to make the query, otherwise
we would generate errors in the Internet search

MOCT€, MOCTYy, MOCTO#, MOCT, MOCTaM,

engine.
4 Experimental evaluation

A test corpus has been built only with regular and
known forms, large enough and with a distribu-
tion of lemmas and forms as real as possible. All
the forms are known so the result of each exper-
iment can be evaluated automatically. The test
corpus was built as follows: a word—form list was
created with all the forms of 78,519 lemmas, to-
talling 1,247,202 forms. Each of these forms was
included only if it occurs in our 16,000,000 word
corpus of Russian texts. The result is a corpus
of 232,770 regular word forms corresponding to
43,543 lemmas. The resulting corpus is, in fact, a
word—form list.

To solve the file of unsolved entries we use two
Internet search engines: Yahoo® and the Russian
engine Yandez®.

Additionally, we have carried out a simulation

3http://www.yahoo.com
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of querying to Internet using a Russian morpho-
logical analyser, mystem, belonging to the Russian
company Yandex®. We have carried out this sim-
ulation for two main reasons: First, the process
of Internet querying is slow, since there is a great
amount of queries to do and we were allowed to
perform only a limited number of queries per day.
Second, because we are interested in comparing
the results using an existing tool and using Inter-
net as a big corpus.

Due to the limit of queries per day, we can not
offer the complete results for both search engines.
We will present the results obtained by the basic
acquisition process (without resolution of the file
of unsolved entries) and by resolution of unsolved
entries both with the simulation using mystem and
with the search engine Yahoo. On the contrary,
for the Yandex search engine we can only present
the result for four sub-corpus, namely, for all the
words beginning with letters: a, 6, B, and 1.

4.1 Results

This section presents the results of our experi-
ments, which we have evaluated with the common
measures for recognition: precision (P), recall (R)
and the harmonic mean between precision and re-
call (F1=2PR/(P+R)).

In table 3 can be seen the results obtained for
the treatment of whole corpus. In the ‘Acq.” row
the results of the plain acquisition method are pre-
sented. ‘Sim.” row contains the results of the
acquisition process with resolution of the doubts
by simulation through mystem. Finally, the rows
labelled with different values of n contain the re-
sults of the acquisition process with resolution by
Internet querying through Yahoo. The parame-
ter n means the minimum number of documents
that must be returned in order to validate a query.
With this parameter the system can avoid to val-
idate a query with a very low number of returned
documents, that may correspond to misspelled
words. In this way, the balance between precision
and recall can be adjusted.

The results obtained with the new acquisition
methodology without resolution of the doubts are
much better than those obtained with the previ-
ous methodology (Oliver et al. 03) without alpha-
betical process (Fy of 75.43 compared to 54.55).
Compared with the best results of the previous

®Thanks to Yandex for the possibility to use their mor-
phological analyser in our experiments



OVERALL Nouns Adjectives Verbs
P R Fy P R Fy P R Fy P R Fy
Acq. 95.53 | 62.32 | 75.43 | 97.76 | 50.92 | 66.96 | 99.46 | 64.82 | 78.49 | 90.49 | 81.57 | 85.8
Sim. 94.47 | 78.26 | 85.60 | 97.35 | 67.27 | 79.59 | 99.07 | 83.72 | 90.75 | 87.18 | 93.05 | 90.02
n=1 89.62 | 78.80 | 83.86 | 90.65 | 69.30 | 78.55 | 94.99 | 82.10 | 88.08 | 83.87 | 93.34 | 88.35
n=10 92.02 | 77.47 | 84.12 | 94.58 | 68.17 | 79.23 | 96.54 | 79.85 | 87.41 | 85.25 | 92.74 | 88.84
n=100 92.78 | 75.42 | 83.20 | 95.30 | 66.10 | 78.06 | 97.61 | 77.31 | 86.28 | 85.94 | 91.37 | 88.57
n=1000 | 93.42 | 68.84 | 79.27 | 95.85 | 58.76 | 72.86 | 98.69 | 70.30 | 82.11 | 86.77 | 86.79 | 86.78

Table 3: Results of the acquisition process with resolution by simulation and the search engine Yahoo

for different values of n for the whole corpus

n=1 n=10 n=100 n—=—1000
P R F P R F P R Fi P R F
a acq. 99.22 | 70.07 | 82.14
a simul. 98.51 | 89.24 | 93.65
a yahoo 97.87 | 90.18 | 93.87 | 98.62 | 89.40 | 93.78 | 98.75 | 86.89 | 92.44 | 98.84 | 79.03 | 87.83
a yandex | 97.84 | 90.21 | 93.87 | 98.44 | 89.87 | 93.96 | 98.68 | 87.59 | 92.80 | 98.78 | 80.40 | 88.65
6 acq. 94.87 | 61.84 | T74.87
6 simul. 94.78 | 78.35 | 85.79
6 yahoo 90.65 | 79.70 | 84.82 | 92.45 | 78.64 | 84.99 | 92.90 | 75.70 | 83.42 | 93.53 | 68.84 | 79.31
6 yandex | 90.13 | 79.48 | 84.47 | 91.49 | 79.06 | 84.82 | 92.45 | 76.49 | 83.72 | 93.24 | 70.19 | 80.09
B acq. 95.42 | 69.07 | 80.13
B simul. 95.14 | 81.80 | 87.97
B yahoo 91.39 | 82.35 | 86.63 | 93.53 | 81.01 | 86.82 | 94.27 | 79.86 | 86.47 | 94.89 | 75.46 | 84.07
B yandex | 90.84 | 82.47 | 86.45 | 92.63 | 81.76 | 86.86 | 93.96 | 80.27 | 86.58 | 94.65 | 76.07 | 84.35
r acq. 94.55 | 59.37 | 72.94
r simul. 94.22 | 78.60 | 85.70
r yahoo 89.38 | 72.93 | 80.32 | 91.67 | 74.95 | 82.47 | 92.92 | 73.48 | 82.06 | 94.26 | 67.88 | 78.92
r yandex | 89.19 | 79.44 | 84.03 | 91.06 | 78.74 | 84.45 | 92.5 | 76.73 | 83.88 | 93.71 | 70.32 | 80.35

Table 4: Results of the acquisition process with resolution by simulation and the search engines Yahoo

and Yandex for the letters a, 6, B and r

methodology, corresponding to an alphabetic pro-
cess with three initial letters, the new results are
slightly worse but comparable (F; of 75.43 com-
pared to 77.64). The new method, however, is
faster and allows the possibility to treat the file of
unsolved entries. Simulating the Internet query-
ing through mystem we obtain an F; of 85.60,
which is 10 points better than the result of the
acquisition, with an increase of 16 points in recall
and with a slight decrease of only 1 point in pre-
cision. With the real queries to Yahoo we obtain
similar results (F1==84.12 for n = 10).

In table 4 we can observe partial results for the
sub-corpora of word forms beginning with the let-
ters a, 6, B and . For brevity reasons, this ta-
ble presents the global results and not the results
for each part-of-speech (they show a similar be-
haviour than those in table 3). From these results,
it can be observed that, for n = 1, the system ob-
tains better results of precision with the simula-
tion, but better results of recall with the queries
to Internet. We can also observe that for all val-
ues of n we obtain a great increase of F; compared

with the acquisition process alone. In tables 3 and
4 best results are marked in boldface.

In figure 1 we can observe the evolution of the
overall precision, recall, and F; values, by varying
the n parameter from 1 to 1,000. These values are
calculated for the acquisition and the resolution
by the engine Yahoo for the whole corpus. In fig-
ure 2 we can observe the values of the F| measure
(again varying n between 1 and 1,000) for nouns,
adjectives, verbs, and the overall value calculated
in the same way. As we can observe, best val-
ues of Fy are obtained for verbs, because this is
the category with more word forms per lemma.
Consequently, the lowest values are obtained for
nouns. The best overall value of F; (84.17) is ob-
tained for n = 7. Values of n greater than 100
lead to significant decreases in performance.

In our experiments, we used Internet only to
discriminate between different options for those
entries for which we do not have enough informa-
tion in the corpus. The process implies to verify
the existence of several word forms not existing in
our corpus by querying to Internet engines. Once
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Figure 2: F; versus n for the acquisition process
with resolution by Yahoo for the whole corpus

the existence of these word forms is verified, we
can create new entries and acquire more lexical
information. We have not evaluated this possi-
bility but we plan to do this in the near future.
With this extension the methodology will be able
to acquire lexical information about word forms
not present in the corpus.

5 Conclusions and future work

In this work, a methodology for the automatic ac-
quisition of lexical and morpho—syntantic infor-
mation from raw corpora has been presented. The
methodology uses querying to Internet in order to
improve the recall. This methodology has been
successfully applied to a large corpus of Russian,
showing that it can be very useful for the creation
of new lexical resources, as well as for the improve-
ment of existing resources. It also allows to avoid
the compilation of very big corpora.

The results obtained are quite good, achiev-
ing a great improvement compared to the systems
developed previously in our research (being the
F; measure almost 10 points higher). We have
tested this new methodology with Russian, a lan-
guage characterised by a very rich morphology.
Future work includes testing the methodology in
languages such as Croatian, Spanish and Catalan.

In the experiments conducted so far, morpho-
logical rules have been written by hand based on
traditional grammars as (Zaliznjak 77) for Rus-
sian and (Bari¢ et al. 95) for Croatian. We plan to
develop some algorithms to learn the most produc-
tive paradigms from the raw corpus, as in (Gold-
smith 01). These algorithms will allow to learn
also the most productive derivative processes.
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